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Problem: Due to limited vocabulary, non-native writers are often
unsure about specific expressions.

Goal: The purpose of this software project is build a writing support
system as one of possible solutions to the problem.

Architecture: The system consists of three modules, three
databases, the query function and the GUI interface.

To achieve our goal, three special approaches are
employed.

] 1. Three databases are extracted from the UK Web
o A,:::...;:.'::.“.:x;m| g Archiving Consortium (UKWAC) and the British
National Corpus (BNC). The UKWacC is a wide-

ranged corpus covering diverse domains in English,

while the BNC is manually annotated which avoids
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l finding the wrong words.
l —— 2. The third database of synonyms is built with the
help of two dependency vectors which are
generated by DEPENDENCYVECTORS 2.5 (Pado

2010).
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As it takes much time to read all files from the UKWaC
and BNC, the software was tested with several mini

examples. Herein is one of those examples. 3. A search engine is set up on the basis of two hash
ry— Read resource relationfre nountxt  Maps, i.e. RelationMap and Synonyml\/_lap,.and uses
. ) p— dog love obj 7 frequency of occurrence of word combination to filter
a—_ - .
» ’ relationfre_verb.ixt cat love gbj 9 words.
. / . vebsynomyid dog love subj 5 4. The GUI is built as an interface to provide the user
/ nownsynomy ilove subj 10 a direct access to Word Assistant with a dialog-box.

verb_bne txt (same to the file in the reaource) You love obj 12
noun_bnc.tt (same to the file in the reaource) | want subj 9

| — | Example resull book want gbj 14
The user should type a "% in the position of the missng 1% you love fun want obj 12
. ot eh | vt This software has the potential to be
love # cat .
N A verbsynomy.txt . . . .
it noun |y | Telationfre verb.fxt 2Ynomy. expanded despite its limitation on
dog | love you obj 11 love miss 0.6324555320336759 - -
Flow dcg ] love i subi & love think 0 738394847748393 V€rbs and nouns. The experiment with
Input: noun —L H
[T user should type 7 bafora e word for which the | Tove 7you | | love dog subj 10 love want 0 839473730273273 Verbs and nouns serves asa basis for
program should ind the synonyms Input: noun ; future research. The obvious
Povayou | s | love cat o6 16 nounsynomy.txt disadvantage is that it takes much time
fnput verb |tk want fun abj 12 dog cat 0.9973031700969424 -
Wt - o9 catt to read the files from the corpora due
T o | @ want book obj 13 you him 0.6207 12720134246 . -
Inpet: noun to their vast size.
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