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1.1. CrossCross--lingual WSD:lingual WSD:
•• what is it?what is it?

•• why do we need it?why do we need it?

•• how to tackle it?how to tackle it?
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Word Sense DisambiguationWord Sense Disambiguation

•• WSD is the task of computationally determining which WSD is the task of computationally determining which 
sense of a word is activated by its use in a particular sense of a word is activated by its use in a particular 
context [context [IdeIde and Véronis, 1998; Agirre and Edmonds, and Véronis, 1998; Agirre and Edmonds, 
2006; Navigli, 2009b]2006; Navigli, 2009b]

•• basically, a classification taskbasically, a classification task
•• i.e. how to classify words into word sensesi.e. how to classify words into word senses

I drank a cup of chocolate at the I drank a cup of chocolate at the barbar

, ,, ,…bar =
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What is a Word Sense?What is a Word Sense?

•• a word sense is a commonlya word sense is a commonly--accepted meaning of a accepted meaning of a 
word:word:word:word:
•• We are fond of fruit such as We are fond of fruit such as kiwikiwi /fruit/fruit and banana.and banana.
•• The The kiwikiwi /bird/bird is the national bird of New Zealand.is the national bird of New Zealand.

•• how to represent word senses?how to represent word senses?
•• can we enumerate the senses of a word?can we enumerate the senses of a word?

,               ,          , … ?

“Kiwi is my mother tongue, but I also speak all other English 
languages” 

,               ,          , … ?
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Typical WSD FrameworkTypical WSD Framework

kiwi
(target word)

“we are fond of fruit such as kiwi and 
banana”(target word) banana”

(context)

Resources
WSD system
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Lexical sample vs. All wordsLexical sample vs. All words

•• Lexical sampleLexical sample
•• disambiguate disambiguate a restricted set of wordsa restricted set of words ::

•• We are fond of fruit such as We are fond of fruit such as kiwikiwi and banana.and banana.

•• The The kiwikiwi is the national bird of New Zealand.is the national bird of New Zealand.

•• ... a perspective from a native  ... a perspective from a native  kiwikiwi speaker (NZ).speaker (NZ).

•• All wordsAll words
•• disambiguate disambiguate all content wordsall content words in a sentence:in a sentence:•• disambiguate disambiguate all content wordsall content words in a sentence:in a sentence:

•• The The kiwikiwi is is the the national bird national bird of of New ZealandNew Zealand ..

•• ... a ... a perspective perspective from a from a native kiwinative kiwi speaker speaker (NZ).(NZ).
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Why WSD?Why WSD?

•• examples of AI/NLP applications which can examples of AI/NLP applications which can •• examples of AI/NLP applications which can examples of AI/NLP applications which can 
benefit from word senses:benefit from word senses:

•• Information RetrievalInformation Retrieval
•• Information ExtractionInformation Extraction
•• Machine TranslationMachine Translation
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Applications: Information ExtractionApplications: Information Extraction

•• distinguishing between specific instances of conceptsdistinguishing between specific instances of concepts
•• Bioinformatics: solve ambiguities in naming genes and Bioinformatics: solve ambiguities in naming genes and 

proteinsproteins

•• acronym expansion (MP: member of parliament or military acronym expansion (MP: member of parliament or military 
police?)police?)

•• metonymy recognition (BMW: the company or the car?)metonymy recognition (BMW: the company or the car?)

•• SemevalSemeval--2007 Metonymy Recognition task [2007 Metonymy Recognition task [MarkertMarkert and and 
NissimNissim, 2007], 2007]NissimNissim, 2007], 2007]

•• disambiguate people namesdisambiguate people names

•• SemevalSemeval--2007 Web People Search task [2007 Web People Search task [ArtilesArtiles et al. 2007]et al. 2007]
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Applications: Information RetrievalApplications: Information Retrieval

•• statestate--ofof--thethe--art search engines do not use explicit semanticsart search engines do not use explicit semantics

•• WSD could be used for two purposes:WSD could be used for two purposes:
•• discarding documents which contain a query word discarding documents which contain a query word ww used in a different used in a different 

sense (sense (polysemypolysemy problem)problem)
•• retrieving documents which contain a word retrieving documents which contain a word ww’ which is synonymous of ’ which is synonymous of 

ww ((synonymy synonymy problem)problem)

“cultivate kiwis” + -“cultivate kiwis”

Document
Base

+ -

kiwi Chinese
gooseberry

kiwi
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Applications: Machine TranslationApplications: Machine Translation

•• choose better translation candidateschoose better translation candidates
•• EnglishEnglish : We ate a : We ate a kiwikiwi•• EnglishEnglish : We ate a : We ate a kiwikiwi
•• GermanGerman :   :   Wir haben eine Wir haben eine KiwiKiwi gegessengegessen

•• (instead of e.g. (instead of e.g. NeuseeländerNeuseeländer ))

•• contrasting evidence that ‘classic’ WSD can benefit contrasting evidence that ‘classic’ WSD can benefit 
MT …MT …

•• … BUT if seen as … BUT if seen as a model for the selection of the a model for the selection of the •• … BUT if seen as … BUT if seen as a model for the selection of the a model for the selection of the 
most likely translationmost likely translation (i.e. integrated into the MT (i.e. integrated into the MT 
procedure), procedure), it has been shown to improve MTit has been shown to improve MT
[[CarpuatCarpuat and Wu, 2007; Chan et al., 2007]and Wu, 2007; Chan et al., 2007]
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CROSSCROSS--Lingual WSDLingual WSD

•• disambiguates a target word by labeling it with the disambiguates a target word by labeling it with the 
appropriate translationappropriate translationappropriate translationappropriate translation
•• the plausible translations of a word in context restrict its the plausible translations of a word in context restrict its 

possible senses to a subsetpossible senses to a subset

•• does not necessarily perform full disambiguationdoes not necessarily perform full disambiguation (words (words 
might remain ambiguous from language to language)might remain ambiguous from language to language)
•• cf. interest (in English), cf. interest (in English), interesseinteresse (in Italian), (in Italian), intérêtintérêt (in (in •• cf. interest (in English), cf. interest (in English), interesseinteresse (in Italian), (in Italian), intérêtintérêt (in (in 

French)French)

10.6.201010.6.20101212Ponzetto & Silberer: SCL KolloquiumPonzetto & Silberer: SCL Kolloquium



CROSSCROSS--Lingual WSDLingual WSD

•• disambiguates a target word by labeling it with the disambiguates a target word by labeling it with the 
appropriate translation in multiple languagesappropriate translation in multiple languagesappropriate translation in multiple languagesappropriate translation in multiple languages

•• InputInput: an English (i.e. : an English (i.e. source languagesource language) sentence) sentence
•• “I’ll buy a train or “I’ll buy a train or coachcoach ticket”.ticket”.

•• OutputOutput: : translations in fivetranslations in five (i.e. (i.e. targettarget) ) languageslanguages
•• DE: Bus (3); DE: Bus (3); LinienbusLinienbus (2); Omnibus (2); (2); Omnibus (2); ReisebusReisebus (2);(2);

•• NL: autobus (3); bus (3); NL: autobus (3); bus (3); busvervoerbusvervoer (1); (1); toerbustoerbus (1); (1); 

•• IT: autobus (3); IT: autobus (3); corrieracorriera (2); (2); pullmanpullman (2); (2); pulminopulmino (1);(1);

•• FR: autobus (2); FR: autobus (2); autocarautocar (1); bus (3); car (3);(1); bus (3); car (3);

•• ES: ES: autobúsautobús (3); (3); autocarautocar (3);(3);
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CROSSCROSS--Lingual WSDLingual WSD

!! different contexts can trigger different translationsdifferent contexts can trigger different translations

•• InputInput: Agassi's coach came to me with the rackets.: Agassi's coach came to me with the rackets.

•• OutputOutput::
•• DE: Coach (2); Trainer (3);DE: Coach (2); Trainer (3);

•• NL: coach (3); NL: coach (3); spelerspeler--trainer (1); trainer (3);trainer (1); trainer (3);

•• IT: IT: allenatoreallenatore (3);(3);•• IT: IT: allenatoreallenatore (3);(3);

•• FR: FR: capitainecapitaine (1); (1); entraîneurentraîneur (3);(3);

•• ES: ES: entrenadorentrenador (3);(3);
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Take home message 1Take home message 1

•• contrasting results about the benefits of WSD in NLP contrasting results about the benefits of WSD in NLP 
applications:applications:applications:applications:
•• i.e. no clear benefits have been shown in endi.e. no clear benefits have been shown in end--toto--end end 

applications such as e.g. (semantic) IRapplications such as e.g. (semantic) IR

•• WSD improves MT when viewing translations as sensesWSD improves MT when viewing translations as senses

•• we can formulate WSD as a translation taskwe can formulate WSD as a translation task

WSD AND MT ARE BENEFICIAL TO WSD AND MT ARE BENEFICIAL TO 
EACH  OTHEREACH  OTHER
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Main WSd ApproachesMain WSd Approaches

•• Supervised WSDSupervised WSD
•• Formulates the disambiguation problem as a Formulates the disambiguation problem as a supervised classification tasksupervised classification task

•• Requires senseRequires sense--tagged training sets (e.g. tagged training sets (e.g. SemCorSemCor))

•• KnowledgeKnowledge--basedbased WSDWSD
•• Uses Uses knowledge resourcesknowledge resources to identify word senses in contextto identify word senses in context

•• Weak supervision (i.e. no training phase)Weak supervision (i.e. no training phase)

•• Unsupervised WSDUnsupervised WSD (aka (aka Word Sense Word Sense •• Unsupervised WSDUnsupervised WSD (aka (aka Word Sense Word Sense 
Discrimination/InductionDiscrimination/Induction))
•• Does not need manuallyDoes not need manually--tagged datasetstagged datasets

•• NonNon--fixed sense inventory makes the task fixed sense inventory makes the task more difficult to evaluatemore difficult to evaluate
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Main WSd ApproachesMain WSd Approaches

•• Supervised WSDSupervised WSD
•• ++ most successful approachmost successful approach

•• −− relies on training data; limited portability across domainsrelies on training data; limited portability across domains

•• KnowledgeKnowledge--basedbased WSDWSD
•• ++ more promising on the shortmore promising on the short--medium termmedium term

•• −− needs wideneeds wide--coverage knowledge resourcescoverage knowledge resources

•• Unsupervised WSDUnsupervised WSD (aka (aka Word Sense Word Sense •• Unsupervised WSDUnsupervised WSD (aka (aka Word Sense Word Sense 
Discrimination/InductionDiscrimination/Induction))
•• ++ no need manuallyno need manually--tagged datasets tagged datasets 

•• ++ produces sense clusters as outputproduces sense clusters as output
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Take home message 2Take home message 2

•• given (a) lack of annotated data; (given (a) lack of annotated data; (bb) lack of a wide) lack of a wide--
coverage multilingual knowledge resourcecoverage multilingual knowledge resourcecoverage multilingual knowledge resourcecoverage multilingual knowledge resource

UNSUPERVISED METHODS ARE THE MOST UNSUPERVISED METHODS ARE THE MOST 
PROMISING TO PERFORM CLPROMISING TO PERFORM CL--WSDWSD

•• our proposal our proposal 
•• build multilingual cobuild multilingual co --occurrence graphsoccurrence graphs from from •• build multilingual cobuild multilingual co --occurrence graphsoccurrence graphs from from 

automatically aligned textautomatically aligned text

•• apply graphapply graph--based algorithms, e.g. Hyperlex [Véronis, 2004]  based algorithms, e.g. Hyperlex [Véronis, 2004]  
and PageRank [Brin and Page, 1998] to and PageRank [Brin and Page, 1998] to discriminate and discriminate and 
assign word senses across languagesassign word senses across languages
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OutlineOutline

1.1. CrossCross--lingual WSDlingual WSD

2.2. CLCL--WSD using multilingual coWSD using multilingual co--occurrence graphsoccurrence graphs
A.A. MethodsMethods

a)a) Multilingual graph constructionMultilingual graph construction

b)b) Finding root hubsFinding root hubs

c)c) Multilingual disambiguationMultilingual disambiguation

B.B. ExperimentsExperimentsB.B. ExperimentsExperiments
a)a) Task setupTask setup

b)b) EvaluationEvaluation
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MethodologyMethodology

CLCL--WSD using multilingual coWSD using multilingual co--occurrence graphsoccurrence graphs

•• in a nutshell, apply the in a nutshell, apply the method frommethod from [Véronis, 2004]  [Véronis, 2004]  
and [Agirre et al., 2006] to a structured and [Agirre et al., 2006] to a structured –– i.e. i.e. graphgraph--
basedbased –– representation of representation of multilingual contextmultilingual contextbasedbased –– representation of representation of multilingual contextmultilingual context
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MethodologyMethodology

1.1. build for each target word a build for each target word a multilingual comultilingual co--
occurrence graphoccurrence graph based on the target word’s aligned based on the target word’s aligned occurrence graphoccurrence graph based on the target word’s aligned based on the target word’s aligned 
contexts found in parallel corporacontexts found in parallel corpora

2.2. use an adapted PageRank algorithm [Agirre et al., use an adapted PageRank algorithm [Agirre et al., 
2006] to 2006] to select the nodes (select the nodes ( hubshubs) which represent the ) which represent the 
target word’s different sensestarget word’s different senses

3.3. compute the Minimum Spanning Treecompute the Minimum Spanning Tree (MST), which (MST), which 
is used to select the most relevant words for each word is used to select the most relevant words for each word is used to select the most relevant words for each word is used to select the most relevant words for each word 
sense/usagesense/usage

4.4. use the MST to use the MST to disambiguate a given test instance in disambiguate a given test instance in 
contextcontext
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HyperLexHyperLex [Véronis, 2004][Véronis, 2004]

based on the “smallbased on the “small--world assumption”world assumption”

1)1) given a target word given a target word ww, build a co, build a co--occurrence graphoccurrence graph
•• an edge is added between an edge is added between wwii and and wwjj if if wwii cooccurscooccurs with with wwjj

at least 5 times in a corpusat least 5 times in a corpus

2)2) the weight of an edge {the weight of an edge {wwii, , wwjj} is given by:} is given by:

where:where:

3)3) edges with a weight edges with a weight ≥ threshold are removed≥ threshold are removed

)(

),(
)|(

j

ji
ji wcount

wwcount
wwP =
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Hub selection and MSTHub selection and MST

4)4) select select hubshubs, that is nodes which “represent” senses of , that is nodes which “represent” senses of 
the target word:the target word:the target word:the target word:
a)a) select as hub the node select as hub the node hh with the highest degree in the with the highest degree in the 

graphgraph

b)b) the neighbors of the neighbors of hh are no more eligible as hubsare no more eligible as hubs

c)c) if highest degree if highest degree ≤ threshold, go to step 5≤ threshold, go to step 5

d)d) otherwise, go to step aotherwise, go to step a

5)5) connect all hubs to the target word connect all hubs to the target word ww with weight 0with weight 0

6)6) calculate the minimum spanning tree (MST) of the graphcalculate the minimum spanning tree (MST) of the graph
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HyperLex: ExampleHyperLex: Example

Inital cooccurrence graph Minimum Spanning Tree
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Hub selection with PageRank [Agirre Hub selection with PageRank [Agirre 
et al., 2006]et al., 2006]

•• an option is to perform an option is to perform hub selection with PageRankhub selection with PageRank
rather than by iteratively selecting nodes with highest rather than by iteratively selecting nodes with highest rather than by iteratively selecting nodes with highest rather than by iteratively selecting nodes with highest 
degreedegree

•• the initial PageRank of all vertices is set to 1/N, where N the initial PageRank of all vertices is set to 1/N, where N 
is the number of vertices (i.e. N = |V|)is the number of vertices (i.e. N = |V|)

•• PageRank is appliedPageRank is applied

•• the top ranking nodes are selected as hubsthe top ranking nodes are selected as hubs
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Hyperlex: DisambiguationHyperlex: Disambiguation

•• each node in the MST is assigned a each node in the MST is assigned a score vectorscore vector with with as as 
many dimensions as there are componentsmany dimensions as there are componentsmany dimensions as there are componentsmany dimensions as there are components

•• Step 1Step 1::
•• for a given context, add the score vectors of all words in that context.for a given context, add the score vectors of all words in that context.

•• Step 2Step 2::
•• select the component that receives the highest weight.select the component that receives the highest weight.
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Hyperlex: DisambiguationHyperlex: Disambiguation

•• example: “I drank a cup of chocolate at the example: “I drank a cup of chocolate at the bar”bar”
•• step 1step 1 : ( 0, 0.09, 0, 0): ( 0, 0.09, 0, 0)

•• step 2step 2 : “bar” as [chocolate, wine, cocktail]: “bar” as [chocolate, wine, cocktail]
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MethodologyMethodology

•• we apply the Hyperlex/PageRank approach in a we apply the Hyperlex/PageRank approach in a 
multilingual settingmultilingual settingmultilingual settingmultilingual setting

1.1. monolingual graph constructionmonolingual graph construction

2.2. multilingual graph extensionmultilingual graph extension

3.3. computing root hubs and MSTcomputing root hubs and MST

4.4. multilingual disambiguationmultilingual disambiguation4.4. multilingual disambiguationmultilingual disambiguation
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Monolingual GraphMonolingual Graph

•• given (a) a target word given (a) a target word ww in a source language in a source language ss, , 
and (and (bb) all contexts of ) all contexts of ww in a corpus       we first in a corpus       we first and (and (bb) all contexts of ) all contexts of ww in a corpus       we first in a corpus       we first 
construct a monolingual graph construct a monolingual graph 

•• we collect all we collect all pairs of copairs of co--occurring nouns or occurring nouns or 
adjectives inadjectives in (excluding the target word itself) and (excluding the target word itself) and 
add each word as a node add each word as a node into the initially empty into the initially empty 
graphgraphgraphgraph

•• each coeach co--occurring word pair is connected with an edge             occurring word pair is connected with an edge             
•• which is assigned a “dissimilarity” which is assigned a “dissimilarity” 

weight:weight:
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Monolingual GraphMonolingual Graph

example: example: monolingual graph for monolingual graph for plantplant (excerpt)(excerpt)
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Multilingual graphMultilingual graph

•• given a set of given a set of target target languages languages LL, we extend       to a , we extend       to a 
labeled multilingual graph  labeled multilingual graph  labeled multilingual graph  labeled multilingual graph  

•• is a set of nodes representing is a set of nodes representing 
contentcontent
words from either the source or the target languageswords from either the source or the target languages

•• is a set of edges which is a set of edges which 
include:include:

•• coco--occurrence edgesoccurrence edges in the target languagein the target language
•• labeled translation edgeslabeled translation edges
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CoCo--occurrence edgesoccurrence edges

•• for each target language for each target language ll ∈∈ L L in turnin turn∈∈

•• given a parallel corpus of sentences given a parallel corpus of sentences wordword--aligned aligned 
with the sentences in with the sentences in 

•• build build coco--occurrence edgesoccurrence edges EEll ⊆⊆ VVll ×× VVll between between 
nodes representing words in a target language (nodes representing words in a target language (VVll), ), 
weighted weighted in the same wayin the same way as the edges in the as the edges in the weighted weighted in the same wayin the same way as the edges in the as the edges in the 
monolingual graphmonolingual graph

•• e.g. “Tier” coe.g. “Tier” co--occurs with “occurs with “BiotechnologieBiotechnologie” in German” in German
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Translation EdgesTranslation Edges

•• translation edges translation edges EEs,ls,l represent translations of words represent translations of words 
from the source language from the source language ss into a target language into a target language ll

∈∈

s,ls,l
from the source language from the source language ss into a target language into a target language ll
•• add the translation edges (add the translation edges (vvss, , tt, , vvll) ) ∈∈ EEs,ls,l of each word of each word 

in the source languagein the source language

•• in order to include the information about the in order to include the information about the 
translations of the target word translations of the target word ww in the different in the different 
languageslanguageslanguageslanguages
•• each translation edge receives a each translation edge receives a translation labeltranslation label tt
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Translation labelsTranslation labels

•• in a nutshell, a label to capture the in a nutshell, a label to capture the translation of the translation of the 
target word in the aligned contexttarget word in the aligned context where the where the target word in the aligned contexttarget word in the aligned context where the where the 
translation of a word in the source language is foundtranslation of a word in the source language is found

•• given:given:
•• CCv,sv,s⊆⊆ CCss : the contexts where : the contexts where vvss and and ww coco--occur, occur, 

•• CCv,lv,l : the word: the word--aligned contexts in language aligned contexts in language ll of of CCv,sv,s, where , where vvss
is translated as is translated as vvll

•• label the edge between label the edge between vvss and and vvll with with 
•• (a) (a) translationtranslation of of ww in in CCv,lv,l

•• ((bb) ) frequencyfrequency of the translationof the translation

•• ((cc) whether the translation is ) whether the translation is monosemousmonosemous as found in as found in 
EuroWordNetEuroWordNet or or PanDictionaryPanDictionary [[MausamMausam et al., 2009]et al., 2009]
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Bringing it all together …Bringing it all together …

initialization

translation edge 
construction

co-occurrence edge construction



Multilingual graphMultilingual graph

example: example: multilingual graph for multilingual graph for plantplant (excerpt)(excerpt)
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Computing root hubsComputing root hubs

•• we use the adapted PageRank from [Agirre et al. we use the adapted PageRank from [Agirre et al. 
2006]2006]2006]2006]

•• only nodes referring to English words can be only nodes referring to English words can be 
identified as hubs…identified as hubs…identified as hubs…identified as hubs…

•• but we also include information from other but we also include information from other 
languages:languages:
•• include coinclude co--occurrence edges from other languages occurrence edges from other languages 

in the PR computation if the in the PR computation if the respective translation respective translation 
edges edges are are labeled with labeled with monosemousmonosemous translationstranslations
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Computing the MSTComputing the MST

•• following [Véronis, 2004], a MST is built following [Véronis, 2004], a MST is built –– e.g. we e.g. we 
can use can use Kruskal’sKruskal’s algorithm algorithm –– with the target word with the target word can use can use Kruskal’sKruskal’s algorithm algorithm –– with the target word with the target word 
as its root and the root hubs of as its root and the root hubs of GGMLML forming its first forming its first 
levellevel

•• by using a multilingual graph, we are able to obtain by using a multilingual graph, we are able to obtain 
MSTsMSTs which contain translation nodes and edgeswhich contain translation nodes and edges
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Multilingual MSTMultilingual MST

example: example: MST for MST for plantplant (excerpt)(excerpt)
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Multilingual WSDMultilingual WSD

•• given a context given a context W = {cwW = {cw11……cwcwnn}} for the target word for the target word ww
in the source language, in the source language, use the MST to find the use the MST to find the 

11 nn
in the source language, in the source language, use the MST to find the use the MST to find the 
most relevant words in most relevant words in WW for disambiguating for disambiguating ww
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Multilingual WSDMultilingual WSD

•• find the correct hubfind the correct hub (i.e. sense) as(i.e. sense) as

•• d(cwd(cw)): distance in words between : distance in words between cwcw and and ww
•• dist(cw,hdist(cw,h)): number of edges between : number of edges between cwcw and and hh in the in the 

MSTMST

•• retain only those context nodes linked toretain only those context nodes linked to disHubdisHub

•• collect the translations of the target word along collect the translations of the target word along 
the translation edgesthe translation edges (use the counts to rank them)(use the counts to rank them)
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Multilingual MSTMultilingual MST

example: example: “a virus which attack animals and plants”“a virus which attack animals and plants”
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OutlineOutline

1.1. CrossCross--lingual WSDlingual WSD

2.2. CLCL--WSD using multilingual coWSD using multilingual co--occurrence graphsoccurrence graphs
A.A. MethodsMethods

a)a) Multilingual graph constructionMultilingual graph construction

b)b) Finding root hubsFinding root hubs

c)c) Multilingual disambiguationMultilingual disambiguation

B.B. ExperimentsExperimentsB.B. ExperimentsExperiments
a)a) Task setupTask setup

b)b) EvaluationEvaluation
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Experimental setupExperimental setup

•• dev set : 5 words / 20 sentences per worddev set : 5 words / 20 sentences per word

•• test set : 20 words / 50 sentences per wordtest set : 20 words / 50 sentences per word

•• for each language, each sentence is annotated with for each language, each sentence is annotated with 
at most three translations from the same at most three translations from the same 
multilingual clustermultilingual cluster

•• ““ Strangely, the national Strangely, the national coachcoach of the Irish teams of the Irish teams •• ““ Strangely, the national Strangely, the national coachcoach of the Irish teams of the Irish teams 
down the years has had little direct contact with the down the years has had little direct contact with the 
four provincial coaches.four provincial coaches.””

•• DE: DE: NationaltrainerNationaltrainer (2)/ Trainer (3) / Coach (1)(2)/ Trainer (3) / Coach (1)

•• NL: trainer (3) / coach (3) / NL: trainer (3) / coach (3) / voetbaltrainervoetbaltrainer (1)(1)
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EvaluationEvaluation

•• Evaluation scheme inspired by the English lexical Evaluation scheme inspired by the English lexical 
substitution task in substitution task in SemEvalSemEval 2007 [McCarthy and 2007 [McCarthy and substitution task in substitution task in SemEvalSemEval 2007 [McCarthy and 2007 [McCarthy and 
Navigli, 2007]Navigli, 2007]

•• ((standardstandard ) Precision / Recall) Precision / Recall

•• ModeMode Precision / Recall (computed on the most Precision / Recall (computed on the most 
preferred translation)preferred translation)preferred translation)preferred translation)

•• Best resultBest result vs. vs. OutOut--ofof--fivefive evaluationevaluation
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Best result evaluationBest result evaluation

•• systems can propose as many guesses as the systems can propose as many guesses as the 
system believes are correctsystem believes are correctsystem believes are correctsystem believes are correct

•• the resulting score is divided by the number of the resulting score is divided by the number of 
guessesguesses

•• (systems that output a lot of guesses are not (systems that output a lot of guesses are not 
favored)favored)favored)favored)
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OOF EvaluationOOF Evaluation

•• systems can propose systems can propose up to five guessesup to five guesses

•• the resulting score is not divided by the number of the resulting score is not divided by the number of 
guessesguesses

•• (more relaxed evaluation)(more relaxed evaluation)
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BaselinesBaselines

•• best result evaluationbest result evaluation : select the most frequent : select the most frequent 
lemmatized translation from the GIZA++ alignmentslemmatized translation from the GIZA++ alignmentslemmatized translation from the GIZA++ alignmentslemmatized translation from the GIZA++ alignments

•• outout--ofof--five evaluationfive evaluation : select the five most frequent : select the five most frequent 
translations from the GIZA++ alignments.translations from the GIZA++ alignments.
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UHD Experimental setupUHD Experimental setup

•• submitted submitted two runstwo runs (UHD(UHD--1/UHD1/UHD--2)2)

•• UHDUHD--11 uses uses EuroparlEuroparl [Koehn, 2005] …[Koehn, 2005] …

•• incremented with JRCincremented with JRC--AquisAquis [Steinberger et al., [Steinberger et al., 
2006] for 2006] for UHDUHD--22

•• PoSPoS--tagging: tagging: TreeTaggerTreeTagger [[SchmidSchmid, 1994], 1994]

•• wordword--alignments: GIZA++ [alignments: GIZA++ [OchOch and Ney, 2003]and Ney, 2003]

•• morphological analysis for German: morphological analysis for German: MorphistoMorphisto
[Zielinski et al., 2009][Zielinski et al., 2009]
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Results: UHDResults: UHD

•• BestBest result evaluationresult evaluation

•• OOFOOF evaluationevaluation•• OOFOOF evaluationevaluation
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Results: Best overall Results: Best overall 
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Results: OOF overallResults: OOF overall
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DiscussionDiscussion

•• BEST: evaluation we BEST: evaluation we rank in the middlerank in the middle for those for those 
languages where the majority of systems languages where the majority of systems languages where the majority of systems languages where the majority of systems 
participatedparticipated
•• i.e. second and fourth out of 7 submissions for i.e. second and fourth out of 7 submissions for 

FRENCH and SPANISHFRENCH and SPANISH

•• compared against the baseline in the BEST compared against the baseline in the BEST 
evaluationevaluationevaluationevaluation
•• higher higher precisionprecision for ITALIAN and SPANISH (+1.9% for ITALIAN and SPANISH (+1.9% 

and +2.1%, respectively); FRENCH and GERMAN lie and +2.1%, respectively); FRENCH and GERMAN lie 
near below the baseline scores (−0.5% and −1.0%, near below the baseline scores (−0.5% and −1.0%, 
respectively)respectively)

•• tradetrade--off is a off is a recallrecall always below the baselinealways below the baseline
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DiscussionDiscussion

•• compared against the compared against the baseline in the BEST baseline in the BEST 
evaluationevaluationevaluationevaluation
•• higher higher precisionprecision for ITALIAN and SPANISH (+1.9% for ITALIAN and SPANISH (+1.9% 

and +2.1%)and +2.1%)
•• FRENCH and GERMAN lie near below the baseline FRENCH and GERMAN lie near below the baseline 

scores (−0.5% and −1.0%)scores (−0.5% and −1.0%)
•• tradetrade--off is a off is a recallrecall always below the baselinealways below the baseline
•• we beat the Mode precision baseline for all languages, we beat the Mode precision baseline for all languages, •• we beat the Mode precision baseline for all languages, we beat the Mode precision baseline for all languages, 

i.e. up to +5.1% for SPANISHi.e. up to +5.1% for SPANISH

➭➭our system is strongly precisionour system is strongly precision--orientedoriented

•• (cf. low performance in the OOF evaluation)(cf. low performance in the OOF evaluation) 10.6.201010.6.20105454Ponzetto & Silberer: SCL KolloquiumPonzetto & Silberer: SCL Kolloquium



ConclusionsConclusions

•• outcome:outcome: a grapha graph--based approach to perform CLbased approach to perform CL--
WSDWSDWSDWSD

•• results:results: a upper/middlea upper/middle--tier ranking system showing tier ranking system showing 
the feasibility of approaching CLthe feasibility of approaching CL--WSD from a graphWSD from a graph--
based perspectivebased perspective

•• limitations:limitations: a limited performance a limited performance –– shared with all shared with all •• limitations:limitations: a limited performance a limited performance –– shared with all shared with all 
task participants.task participants.
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Future workFuture work

•• building a unique graph with all languages at the building a unique graph with all languages at the 
same time could introduce noise …same time could introduce noise …same time could introduce noise …same time could introduce noise …
➭➭possible extension/modification of the algorithm, e.g. possible extension/modification of the algorithm, e.g. 

computing hubs in each language independentlycomputing hubs in each language independently
and combining them as a and combining them as a joint problemjoint problem

•• most frequent translations tend to receive too much most frequent translations tend to receive too much 
weight and accordingly crowd out more appropriate weight and accordingly crowd out more appropriate weight and accordingly crowd out more appropriate weight and accordingly crowd out more appropriate 
translationstranslations
�� developing robust techniques for unsupervised tuning developing robust techniques for unsupervised tuning 

of the graph weightsof the graph weights
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Future workFuture work

•• investigate the application of our approach investigate the application of our approach directlydirectly
to multilingual lexical resourcesto multilingual lexical resourcesto multilingual lexical resourcesto multilingual lexical resources

Examples:Examples:

•• PanDictionaryPanDictionary [[MausamMausam et al., 2009]et al., 2009]

•• ??? ← your resource here???? ← your resource here?•• ??? ← your resource here???? ← your resource here?

•• … stay tuned for our ACL dry… stay tuned for our ACL dry--run run ☺☺
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Questions?Questions?

YOUR TURN! YOUR TURN! ☺☺YOUR TURN! YOUR TURN! ☺☺

•• Acknowledgements: SCL for infrastructure and Acknowledgements: SCL for infrastructure and 
inspirational environmentinspirational environment

•• check out our papers (out from beginning of July) @check out our papers (out from beginning of July) @•• check out our papers (out from beginning of July) @check out our papers (out from beginning of July) @

http://www.cl.unihttp://www.cl.uni--heidelberg.de/~ponzettoheidelberg.de/~ponzetto
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