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Supplementary Material #1

1. Bellman Equation: Let's derive the Bellman Equation for the state-value function step by step.

v (s) € E[Gy|S; = 3]

=E [Ryy1 +YRiy2 + 7V Reys + -+ St = s]
=E [Rt+1|St == S] + ’YE [Rt+2|St = S] + ’)/QE [Rt+3|St = S} +

Bellman Equation is expressed by a recursion, that is, we aim to produce v (s’) = E [G¢11|St+1 = s'] on the
right hand side. To this end, we rewrite each term on the right hand side as follows:

E[Rt+1 = TlSt = 5] = ZZ])(S’,GL@)T
_Srates,
_Zzps ,a, S) p(a7s)

pas)
-y,
=Zza:p s'ls, a)p(als)r
= iw(als) Zp(s’lsya)r
E[Ri41|S; = 5] :Z (als) Zzps rls,a)r
E[Ryso =1'|S; =] = ZZZZP p(s',als)r’
:ZZp s',als) ZZp s d'|s")r’
= zsjza:p(sls’,a)ps(alsjz Zp(s"
—Z (als) Zp (s'|s, A)E [Repo = 1'|Spy1 = §]
E[Ri12]S; = 8] = Z (als) ZZPS rls, a)E[Rit2|Si1 = 5]
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E[Rt+3 27”//|St _8 Zzzzzzp /// ”‘SH ( ”,a’\s’)p(s',a|s)r”

gl// (1// 9// (ll Gl
DHWLRE zzzzp "
s/// (l” 9//
_Zzp |sa al ZZZZP /// //|8// (// /|S/ TN
s/// al/ SII a/

:Zw Zp "Is,a)E [Riy3 = 1r"|Si41 = §']
E[Riy3|S: = s] = Z ZZp s',r|s,a)E[Riy3]Sir1 =
Repeat the same procedure for t +4,t + 5, ---, and plug them back in.

v7(s) = E[Ri11]S; = s] + VE [Req2|S: = s] + 7°E [Ri43] S = 5] +
- Z (als) ZZP s’ rls,a) {r +VE [Ripo + YRiys + - -+ [Siq1 = ]}

*Z (als) Zzps rls,a){r +v7(s')}

Recall the notation we introduced in the lecture:

Pa , dﬁf P [St+1 = S,|St = S,At = a] = Zp(3/7r|37a)
R? déf E [RtJr] = ’I"|St = S,At = a] = ZZp(s',Hs,a)r

Thus, we get the desired equation:

vT(s) =) _ml(als) <R§ + VZPQZ/V”(S’)>

a

2. (exercise) Derive the Bellman Equation for the action-value function, analogously.

q"(s,a) = E[G|S; = 5, A; = a]

=RE+7) Pl mldls)a" (s, a)

a’

Special Thanks to Michael. Indeed, the Markov property need to be taken into account. That is, the probability
to reach a state s” in time step ¢ + 2 starting from a state s in ¢ should be p(s”,a’|s")p(s', als).
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