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29.10.2019: Topics, Administration

5.11.2019 Bias and Fairness Definitions, Measuring Bias, Legal Back-
ground

Obligatory Read: (Obermeyer et al., 2019) and the representation and forum dis-
cussion in the German magazine “Der Spiegel” under https://www.spiegel.de/

netzwelt/apps/usa-algorithmus-benachteiligt-afroamerikanische-patienten-a-1293382.

html

Some example cases of societal impact of bias in algorithms: (Obermeyer et al.,
2019; Klare et al., 2012; Kay et al., 2015; Buolamwini & Gebru, 2018)

Literature for legal background (US): (Barocas & Selbst, 2016; House, 2014;
2016)

Link to the German “Allgemeine Gleichstellungsgesetz”: https://www.antidiskriminierungsstelle.
de/SharedDocs/Downloads/DE/publikationen/AGG/agg_gleichbehandlungsgesetz.

pdf?__blob=publicationFile

Survey paper on bias and fairness in machine learning: (Mehrabi et al., 2019)

Overview paper on gender bias in NLP systems: (Sun et al., 2019)

The industry perspective: (Holstein et al., 2019)

12.11.2019: Measuring Bias in Word Embeddings (Basis)

Literature: (Garg et al., 2018; Caliskan et al., 2017)

19.11.2019 and 26.11.2019: Mitigating Bias in Word Embeddings

Mitigation via in- or post-processing: (Bolukbasi et al., 2016; Zhao et al., 2018b;
2019; Manzini et al., 2019)

Mitigation via data modification: (Brunet et al., 2019; Maudslay et al., 2019)

Does it really work?: (Gonen & Goldberg, 2019)

3.12.2019: Selection Bias: Bias in Wikipedia (Basis)

Literature: (Callahan & Herring, 2011) on cultural bias in Wikipedia, (Otter-
bacher, 2015) on IMDB biography bias, (Bamman & Smith, 2014; Wagner et al.,
2015; 2016) on gender bias in Wikipedia

10.12.2019: Evaluation Corpora: GBETS (Gender Bias Evaluation Test
Sets) for Coreference Resolution

Literature: (Webster et al., 2018; Rudinger et al., 2018; Zhao et al., 2018a)

17.12.2019: Case Studies I: Bias in MT and dialect processing

Dialect leading to biased processing: (Blodgett et al., 2016; 2018; Sap et al.,
2019)

Machine Translation: (Escudé Font & Costa-jussà, 2019; Prates et al., 2018;
Vanmassenhove et al., 2018)
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7.1.2020 and 14.1.2020 Bias as disparate impact of machine learning clas-
sification (Mostly advanced)

Literature (classic and seminal papers): (Calders & Verwer, 2010; Dwork et al.,
2012; Kamishima et al., 2012; Feldman et al., 2015; Hardt et al., 2016)

Very Advanced Literature: (Elazar & Goldberg, 2018) on using adversarial train-
ing to prevent leakage of protected attributes, (Zafar et al., 2017) on formalizing
and then mitigating a new notion called disparate mistreatment

20.2.2020 Case Studies II: Bias in Text Classification (Mostly Basis)

Literature: (Dixon et al., 2018; Park et al., 2018; Kiritchenko & Mohammad,
2018)

28.1.2020 Case Studies III: Visual semantic role labeling and/or image
search results (Mostly advanced)

In Visual semantic role labeling: (Zhao et al., 2017)

In Image search results: (Kay et al., 2015)

4.2.2020: Final Discussion and Project Ideas

References

Bamman, David & Noah A Smith (2014). Unsupervised discovery of biograph-
ical structure from text. Transactions of the Association for Computational
Linguistics, 2:363–376.

Barocas, Solon & Andrew D Selbst (2016). Big data’s disparate impact. Calif. L.
Rev., 104:671.

Blodgett, Su Lin, Lisa Green & Brendan O’Connor (2016). Demographic dialectal
variation in social media: A case study of african-american english. In Pro-
ceedings of the 2016 Conference on Empirical Methods in Natural Language
Processing, pp. 1119–1130.

Blodgett, Su Lin, Johnny Wei & Brendan OConnor (2018). Twitter universal de-
pendency parsing for african-american and mainstream american english. In
Proceedings of the 56th Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pp. 1415–1425.

Bolukbasi, Tolga, Kai-Wei Chang, James Y Zou, Venkatesh Saligrama & Adam T
Kalai (2016). Man is to computer programmer as woman is to homemaker?
debiasing word embeddings. In Advances in Neural Information Processing
Systems, pp. 4349–4357.

Brunet, Marc-Etienne, Colleen Alkalay-Houlihan, Ashton Anderson & Richard
Zemel (2019). Understanding the origins of bias in word embeddings. In In-
ternational Conference on Machine Learning, pp. 803–811.

Buolamwini, Joy & Timnit Gebru (2018). Gender shades: Intersectional accuracy
disparities in commercial gender classification. In Conference on fairness, ac-
countability and transparency, pp. 77–91.

Calders, Toon & Sicco Verwer (2010). Three naive bayes approaches for
discrimination-free classification. Data Mining and Knowledge Discovery,
21(2):277–292.

2



Caliskan, Aylin, Joanna J Bryson & Arvind Narayanan (2017). Semantics de-
rived automatically from language corpora contain human-like biases. Science,
356(6334):183–186.

Callahan, Ewa S & Susan C Herring (2011). Cultural bias in wikipedia content on
famous persons. Journal of the American society for information science and
technology, 62(10):1899–1915.

Dixon, Lucas, John Li, Jeffrey Sorensen, Nithum Thain & Lucy Vasserman (2018).
Measuring and mitigating unintended bias in text classification. In Proceedings
of the 2018 AAAI/ACM Conference on AI, Ethics, and Society, pp. 67–73,
ACM.

Dwork, Cynthia, Moritz Hardt, Toniann Pitassi, Omer Reingold & Richard Zemel
(2012). Fairness through awareness. In Proceedings of the 3rd innovations in
theoretical computer science conference, pp. 214–226, ACM.

Elazar, Yanai & Yoav Goldberg (2018). Adversarial removal of demographic at-
tributes from text data. In Proceedings of the 2018 Conference on Empirical
Methods in Natural Language Processing, pp. 11–21.
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