Multimodal LLMs for Time Series

Michael Staniek

Department of Computational Linguistics
Heidelberg University

October 14, 2024

1/8



Multimodality is Hype

Fuyu-8B

Publicly

Available/Unavailable | Mol

VLM

@

ImageBind-LLM

MMICL @' Xcomposer -

Video-LLaMA ¢7 3D-LLM

Kosmos-2 @° Lynx |l GPT4Rol

Chameleon [

VisionLLM (V)

MultiModal-GPT

LaVIN

PaLM-E (5 LLaMA-Adapter ©V

Kosmos-1 3
vIMA <] Flamingo @)

2023
2022

=0
DreamLLM @

NEXT-GPT &

AnyMAL OQ

}\ . 4-5 @ rLrava
/ v MiniGPT4

SPHINX

v @
vary [T

Monkey (& TextMonkey (&

MM1 @

Mobile-Agent

=
10-12 2024

@ GPT4v 2 QwenVL

¥ rointLrm @ asm

g

VisCPM W Lisa

BY Lrava-Med

@

A Emu

]

Shikra MotionGPT

@ VideoChat
® wstructBLIP

LTU

2" HuggingGPT

5% MM-REACT . ViperGPT GPT4Tools

MoE-LLaVA @ Qwen-VL-Max ¢

i

o

1-3

_—

Gemini
Woodpecker
Video-LLaVA
LLaMA-VID
LanguageBIND
LLaVA-15
CogVLM
Ferret

GLaMM

& EmbodicacpT

mPLUG-Owl

2/8



https://github.com/harsh19/TRUCE/tree/main|2]

Human: Peaks towards the ending
Ours: 3,,[Peaks(x) and Ends(x")]: True
=> Peaks at the end

Baseline: Decreases sharply at
the start
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Figure: The dataset that | want you to use
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https://github.com/harsh19/TRUCE/tree/main

The general Idea

® The repository contains 2 different datasets. One is completely synthetic, the other one
one is works on Stocks

® "annotations”: [['Flattens off towards end.”], ["Rises sharply in the middle.”], [ Increases
in the middle"]], " series”: [4, 6, 6, 3, 3, 4, 17, 30, 30, 31, 30, 30]
® | want you to try out the best Encodings for both dataset

® Does it make more sense to:

1. Use a encoder-decoder model?
2. Use a LLM and give the numbers directly as input?
3. Some other multimodal architecture?
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Other architecture
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Figure: Input the time series as an image or inputting the time series as a time series with a time series encoder,
which is better?[1]
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Deliverables

Implement Encoder-Decoder and train it from scratch on this dataset
Finetune a LLM on this dataset

Implement the MAGMA architecture and finetune it with a LLM of your choice (doesn’t
have to be the largest LLaMA model)

® Represent data as image directly and use an image encoder.

® Use a seperate time series encoder.

Evaluate the performance of all models. Use appropiate measurements (BLEU, CHRF...).
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The End
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