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Imitation Learning for AST

Imitation Learning for automatic speech translation (AST)

Large text-based NMT expert model continues and corrects
translations starting from an AST input prefix.

AST student model imitates continuations of NMT expert.

Advantages:
Knowledge transfer from large general-domain text translation
models to speech translation.
AST student model can explore its own output space during training.
NMT expert’s corrections of student’s output enrich training data with
examples of successful recovery from errors.
Theoretical guarantees showing prediction error scales at most
linearly with time for imitation learning, unlike quadratic scaling for
standard teacher forcing.
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Imitation Learning for AST

Related Work

Knowledge distillation for AST [Liu et al., 2019a, Gaido et al., 2020]

Imitation Learning for text-based NMT [Lin et al., 2020, Hormann and Sokolov, 2021]

More standard tricks of the trade: Data augmentation using
text-to-speech and translations of manual transcripts
[Jia et al., 2019, Pino et al., 2019, Pino et al., 2020], incorporated via multi-task learning
[Weiss et al., 2017, Anastasopoulos and Chiang, 2018]

Shortcomings: Most related approaches still rely on in-domain
manual source transcripts for data augmentation or to train teacher
model.

Rebekka Hubert⋆, Artem Sokolov⋆,†, Stefan Riezler⋆ 3 / 19



Imitation Learning for AST

Our work: Imitation Learning in AST without manual transcripts

Input synthetic source transcript from ASR model to NMT expert.

Initialize encoder of AST student with weights from corresponding
ASR model.

Advantages:
Incorporate knowledge from same pre-trained ASR model into NMT
expert and AST student, without access to manual source transcripts
(e.g., WHISPER [Radford et al., 2022], AudioGPT [Huang et al., 2023], AudioPaLM
[Rubenstein et al., 2023]).
This work: Proof-of-concept experiment using open-source ASR system
but discarding transcripts.
Key question: Is the NMT expert still able to function as
error-correcting oracle when faced with synthetic source transcripts?
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Scheme of Imitation Learning for AST
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Imitation Learning Algorithm

Adaptation of DAgger (Dataset Aggregation) [Ross et al., 2011] to AST

NMT expert: Predict next-step correction v∗t given source
synthetic transcript xs and partial AST student hypothesis y<t :

v∗t = argmax
v∈V

π∗(v | y<t ; xs).

AST student: Minimize negative log-likelihood of student AST
model π given speech input xa w.r.t. optimal expert prediction v∗t :

L = E[−
T∑
t=1

log π(v∗t | y<t ; xa)],

OR: Minimize cross-entropy w.r.t. expert model’s distribution π∗:

L = E[−
∑
v∈V

π∗(v | y<t ; xs) · log π(v | y<t ; xa)].
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Experimental Setup

Data and Models

English-German AST on CoVoST2 [Wang et al., 2021] (430 hours) and
MuST-C [Di Gangi et al., 2019] datasets (408 hours)

NMT expert: Transformer from Facebook’s submission to
WMT19 [Ng et al., 2019], based on Big Transformer
architecture [Vaswani et al., 2017], trained for text-based translation.

AST student: RNNs and Base Transformers, based on fairseq
framework [Ott et al., 2019, Wang et al., 2020], trained for speech translation.

ASR helper: Base Transformers, based on fairseq
framework [Ott et al., 2019, Wang et al., 2020], trained on manual transcripts.
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Model Variants

Variant Expert Input Loss

Standard - CE

KD+
[Liu et al., 2019b] gold CE

SynthKD+ synthetic CE

IKD [Lin et al., 2020] gold LIKD

IKD+
[Lin et al., 2020] gold LIKD+

SynthIKD (ours) synthetic LIKD

SynthIKD+ (ours) synthetic LIKD+

Variants of Knowledge Distillation (KD) and Imitation Learning
(IKD) indicated by + access expert’s full probability distribution
instead of expert’s optimal action.

Prefix Synth- indicates use of synthetic source transcripts.
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Feasibility of Oracle Correction

Model Hypotheses # Decoding Setup Transcripts dev-BLEU↑

RNN
full

1 AST - 11.9
2 ASR transcribes, NMT expert translates - 21.8

partial
3 AST starts, NMT expert completes gold 21.9
4 AST starts, NMT expert completes synthetic 15.6

Transformer
full

5 AST - 16.7
6 ASR transcribes, NMT expert translates - 25.4

partial
7 AST starts, NMT expert completes gold 25.4
8 AST starts, NMT expert completes synthetic 19.9

Question: Does NMT expert have higher quality than AST student?

Lower bound by student (#1, #5); upper bound by expert (#2, #6).

Expert completion improves over student (#3, #7), even with
synthetic source input (#4, #8).
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Main Results for DAgger

Achitecture Models
CoVoST2 MuST-C
dev test dev test

RNN b
as
el
in
e Standard 13.6 10.0 14.6 14.1

KD+ 14.6 11.1 17.9 17.2
IKD+ 13.1 10.1 15.7 14.9

o
u
rs SynthKD+ 14.1 10.6 16.9 15.9

SynthIKD+ 12.8 9.7 16.3 15.1

Transformer b
as
el
in
e Standard 18.4 14.2 19.5 19.4
KD+ 21.3 17.7 17.7 22.2
IKD+ 21.8 18.4 23.2 23.3

o
u
rs SynthKD+ 21.7 18.0 22.5 22.6

SynthIKD+ 21.8 18.5 23.5 23.5

Statistically insignificant differences between IKD with synthetic or
gold source transcripts.

IKD outperforms KD and standard baselines for Transformers.

Smaller gains for RNNs because of their lower translation quality.
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AggreVaTe

AggreVaTe (Aggregate Values to Imitate) [Ross and Bagnell, 2014]

Expert produces full continuation y∗>t till the end:

y∗>t = argmax
y>t

π∗(y>t | y<t + at ; x).

where y≥t is a continuation, at is an exploratory next-step
prediction, and argmax is implemented as beam search.

Student trained to decrease square loss between logit Q of selected
action at and BLEU of predicted suffix y∗>t :

L = E[
T∑
t=1

(
σ(Q(at | y<t ; x))− BLEU(y∗>t)

)2
].
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Results for AggreVaTe

IL Algorithm Model Data
CoVoST2 MuST-C

BLEU↑ TER↓ BLEU↑ TER↓
dev test dev test dev test dev test

Dagger
Standard gold 18.4 14.2 69.1 77.1 19.5 19.4 70.8 69.4

IKD+ gold 21.8 18.4 63.7 70.0 23.2 23.3 67.4 65.6

SynthIKD+ synth 21.8 18.5 63.6 69.8 23.5 23.5 67.2 65.6

Warm-start Model Data
BLEU↑ TER↓ BLEU↑ TER↓

dev test dev test dev test dev test

AggreVaTe

sentence-BLEU reward-to-go
Standard gold 18.7 14.6 68.2 76.0 19.9 19.9 70.2 68.1
Standard synth 18.7 14.6 68.2 75.9 20.0 19.7 70.1 68.7

IKD+ gold 22.1 18.5 63.1 69.6 23.5 23.4 67.4 65.7

SynthIKD+ synth 22.1 18.5 63.1 69.7 23.5 23.6 67.0 65.6
TER reward-to-go

Standard gold 18.7 14.7 67.8 75.4 20.0 19.9 70.0 68.5
Standard synth 18.7 14.6 67.9 75.6 19.9 19.6 69.8 68.4

IKD+ gold 22.0 18.5 63.1 69.4 23.3 23.4 67.3 65.5

SynthIKD+ synth 22.1 18.5 63.1 69.6 23.5 23.6 67.0 65.3

No significant difference between training with sentence-BLEU
reward-to-go or TER.

No improvement over DAgger — one-step corrections sufficient!
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Qualitative Analysis

Sentence-wise WER of ASR Transformer on 100 error samples from
CoVoST2:

Mostly single-digit number of errors.
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Qualitative Analysis

# Error Type Freq

1 omitted tokens 2
2 surface form error 17
3 contentual error, correct target in top-1 5
4 contentual error, correct target in top-8 12
5 critical error, expert predicts correctly due to pre-

fix
32

6 critical error, expert does not predict correctly 32

ASR errors in lines 1-4 do not hinder NMT expert to produce correct
output token.

ASR errors in line 5 can be corrected with help of prefix.
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Qualitative Analysis

ASR: “The king had taken possession of Glamis Castle and plywood.”

NMT prefix: “Der König hatte Glamis Castle in Besitz genommen und ”
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Qualitative Analysis

ASR: “The king had taken possession of Glamis Castle and plywood.”

NMT prefix: “Der König hatte Glamis Castle in Besitz genommen und ge”

Fluency preferred over correct translation of wrong source transcript.
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Qualitative Analysis

ASR: “World Health Service Scheme”

NMT prefix: “Er wurde später von der Canadian Cancer Society und der
Weltgesundheits”

Expert prefers correct proper name due to context knowledge.
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Conclusion

Key findings for imitation learning with synthetic transcripts:

Requires large NMT expert since error correction driven by
language modeling capability of expert.

Student needs access to full expert distribution (not just best
expert prediction as in original DAgger).

Single-step corrections sufficient, thus greedy search applicable.

Straightforward extension to pre-trained ASR models using
proprietary data.

Don’t be afraid of error propagation in imitation learning!
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Thank you!
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