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Abstract

Coactive learning describes the interaction be-
tween an online structured learner and a human
user who corrects the learner by responding with
weak feedback, that is, with an improved, but
not necessarily optimal, structure. We apply this
framework to discriminative learning in interac-
tive machine translation. We present a gener-
alization to latent variable models and give re-
gret and generalization bounds for online learn-
ing with a feedback-based latent perceptron. We
show experimentally that learning from weak
feedback in machine translation leads to conver-
gence in regret and translation error.

1 Introduction

In recent years, there has been a growing interest in “inter-
active machine translation” – a translation process in which
outputs of a statistical machine translation (SMT) systems
are being refined by humans, and used as training data in
another machine translation learning phase. This gives rise
to the question: to what degree should humans put an effort
into giving exact correct outputs for the translation system?

In this paper, we pose this question and investigate it in
the model of coactive learning [Shivaswamy and Joachims,
2012] – learning from weak feedback, in which non-exact
inputs are available to the learning algorithm. The frame-
work of coactive learning describes the interaction between
a structured learning system and a human user where both
have the same goal of providing results of maximum util-
ity. The interaction follows an online learning protocol,
where at each round t, the learner predicts a structured ob-
ject yt for an input xt, and the user corrects the learner by
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responding with an improved, but not necessarily optimal,
object ȳt with respect to a utility function U . The key as-
set of coactive learning is the ability of the learner to con-
verge to predictions that are close to optimal structures y∗t ,
although the utility function is unknown to the learner, and
only weak feedback in form of slightly improved structures
ȳt is seen in training.

The goal of this paper is to present a generalization of the
framework of Shivaswamy and Joachims [2012] to latent
variable models that are suitable for SMT, and give regret
and generalization bounds for a feedback-based latent per-
ceptron algorithm. Similar to the fully observable case, we
show convergence at a rate of O

(
1√
T

)
, with possible im-

provements by using re-scaling in the algorithm. Further-
more, we present a proof-of-concept experiment that con-
firms our theoretical analysis by showing convergence in
regret for learning from weak and strong feedback.

2 Related Work

Online learning from post-edits has mostly been confined
to “simulated post-editing” where independently created
human reference translations, or post-edits on the output
from similar SMT systems, are used as for online learning
(Cesa-Bianchi et al. [2008], López-Salcedo et al. [2012],
Martı́nez-Gómez et al. [2012], inter alia). Most approaches
rely on hidden derivation variables, thus they should be for-
malized as latent variable algorithms. To our knowledge,
the aspect of learning from weak feedback has not been in-
vestigated so far in this area.

3 Feedback-based Latent Perceptron

Let X denote a set of input examples, e.g., sentences, and
let Y(x) denote a set of structured outputs for x ∈ X ,
e.g., translations. We define Y = ∪xY(x). Furthermore,
by H(x, y) we denote a set of possible hidden derivations
for a structured output y ∈ Y(x), e.g., for phrase-based
SMT, the hidden derivation is determined by a phrase seg-
mentation and a phrase alignment between source and tar-
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Algorithm 1 Feedback-based Latent Perceptron

1: Initialize w ← 0
2: for t = 1, . . . , T do
3: Observe xt
4: (yt, ht)← arg max(y,h) w

>
t φ(xt, y, h)

5: Obtain weak feedback ȳt
6: if yt 6= ȳt then
7: h̄t ← arg maxh w

>
t φ(xt, ȳt, h)

8: wt+1 ← wt + ∆h̄t,ht

(
φ(xt, ȳt, h̄t)− φ(xt, yt, ht)

)

get sentences. Every hidden derivation h ∈ H(x, y) de-
terministically identifies an output y ∈ Y(x). We define
H = ∪x,yH(x, y). Let φ : X ×Y ×H → Rd denote a fea-
ture function that maps a triplet (x, y, h) to a d-dimensional
vector. For phrase-based SMT, we use 14 features, defined
by phrase translation probabilities, language model proba-
bility, distance-based and lexicalized reordering probabili-
ties, and word and phrase penalty. We assume that the fea-
ture function has a bounded radius, i.e. that ‖φ(x, y, h)‖ ≤
R for all x, y, h. By ∆h,h′ we denote a distance function
that is defined for any h, h′ ∈ H, and is used to scale
the step size of updates during learning. In our experi-
ments, we use the ordinary Euclidean distance between the
feature vectors of derivations. We assume a linear model
with fixed parameters w∗ such that each input example is
mapped to its correct derivation and structured output by
using (y∗, h∗) = arg maxy∈Y(x),h∈H(x,y) w∗

>φ(x, y, h).

Algorithm 1 is called ”Feedback-based Latent Perceptron”
to stress the fact that it only uses weak feedback to its pre-
dictions for learning, but does not necessarily observe op-
timal structures as in the full information case [Sun et al.,
2013]. Learning from full information can be recovered by
setting the informativeness parameter α to 1 in equation (2)
below, in which case the feedback structure ȳt equals the
optimal structure y∗t . Note that the maximization in line
7 can be replaced by a minimization or a random choice
without loss of generality. In our theoretical exposition, we
assume that ȳt is reachable in the search space of possible
outputs, that is, ȳt ∈ Y(xt).

The key in the theoretical analysis in Shivaswamy and
Joachims [2012] is the notion of a linear utility func-
tion Uh(x, y) = w∗

>φ(x, y, h) determined by parameter
vector w∗, that is unknown to the learner. Upon a sys-
tem prediction, the user approximately maximizes utility,
and returns an improved object ȳt that has higher util-
ity than the predicted structure yt such that U(xt, ȳt) >
U(xt, yt), where for given x ∈ X , y ∈ Y(x), and
h∗ = arg maxh∈H(x,y) Uh(x, y), we define U(x, y) =
Uh∗(x, y) and drop the subscript unless h 6= h∗. Impor-
tantly, the feedback is typically not the optimal structure
y∗t = arg maxy∈Y(xt) U(xt, y). While not receiving opti-
mal structures in training, the learning goal is to predict ob-
jects with utility close to optimal structures y∗t . The regret
that is suffered by the algorithm when predicting object yt

instead y∗t is

REGT =
1

T

T∑
t=1

(
U(xt, y

∗
t )− U(xt, yt)

)
. (1)

To quantify the amount of information in the weak feed-
back, Shivaswamy and Joachims [2012] define a notion of
α-informative feedback, which we generalize as follows for
the case of latent derivations. We assume that there exists a
derivation h̄t for the feedback structure ȳt, such that for all
predictions yt, the (re-scaled) utility of the weak feedback
ȳt is higher than the (re-scaled) utility of the prediction
yt by a fraction α of the maximum possible utility range
(under the given utility model). Thus ∀t,∃h̄t,∀h and for
α ∈ (0, 1]:(

Uh̄t
(xt,ȳt)− Uh(xt, yt)

)
×∆h̄t,h

≥ α
(
U(xt, y

∗
t )− U(xt, yt)

)
− ξt, (2)

where ξt ≥ 0 are slack variables allowing for violations of
(2) for given α. For slack ξt = 0, user feedback is called
strictly α-informative.

4 Theoretical Analysis

A central theoretical result in learning from weak feedback
is an analysis that shows that Algorithm 1 minimizes an
upper bound on the average regret (1), despite the fact that
optimal structures are not used in learning:

Theorem 1. Let DT =
∑T

t=1 ∆2
h̄t,ht

. Then the average
regret of the feedback-based latent perceptron can be upper
bounded for any α ∈ (0, 1], for any w∗ ∈ Rd:

REGT ≤
1

αT

T∑
t=1

ξt +
2R‖w∗‖

α

√
DT

T
.

A proof for Theorem 1 is similar to the proof of Shiv-
aswamy and Joachims [2012] and the original mistake
bound for the perceptron of Novikoff [1962].1 The theo-
rem can be interpreted as follows: we expect lower average
regret for higher values of α; due to the dominant term T ,
regret will approach the minimum of the accumulated slack
(in case feedback structures violate equation (2)) or 0 (in
case of strictly α-informative feedback). The main differ-
ence between the above result and the result of Shivaswamy
and Joachims [2012] is the term DT following from the re-
scaled distance of latent derivations. Their analysis is ag-
nostic of latent derivations, and can be recovered by setting
this scaling factor to 1. This yields DT = T , and thus re-
covers the main factor

√
DT

T = 1√
T

in their regret bound. In
our algorithm, penalizing large distances of derivations can

1A short proof of the theorem is provided in the appendix.
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strict (ξt = 0) slack (ξt > 0)

# datapoints 5,725 1,155

TER(ȳt) < TER(yt) 52.17% 32.55%
TER(ȳt) = TER(yt) 23.95% 20.52%
TER(ȳt) > TER(yt) 23.88% 46.93%

Table 1: Improved utility vs. improved TER distance to
human post-edits for α-informative feedback ȳt compared
to prediction yt using default weights at α = 0.1.

help to move derivations ht closer to h̄t, therefore decreas-
ing DT as learning proceeds. Thus in case DT < T , our
bound is better than the original bound of Shivaswamy and
Joachims [2012] for a perceptron without re-scaling. As
we will show experimentally, re-scaling leads to a faster
convergence in practice.

Furthermore, we can obtain a generalization bound for the
case of online learning on a sequence of random examples,
based on generalization bounds for expected average re-
gret as given by Cesa-Bianchi et al. [2004]. Let probabil-
ities P and expectations E be defined with respect to the
fixed unknown underlying distribution according to which
all examples are drawn. Furthermore, we bound our loss
function `t = U(xt, y

∗
t ) − U(xt, yt) to [0, 1] by adding a

normalization factor 2R||w∗|| s.t. REGT = 1
T

∑T
t=1 `t.

Plugging the bound on REGT of Theorem 1 directly into
Proposition 1 of Cesa-Bianchi et al. [2004] gives the fol-
lowing theorem:

Theorem 2. Let 0 < δ < 1, and let x1, . . . , xT be a se-
quence of examples that Algorithm 1 observes. Then with
probability at least 1− δ,

E[REGT ] ≤ 1

αT

T∑
t=1

ξt +
2R‖w∗‖

α

√
DT

T

+ 2||w∗||R
√

2

T
ln

1

δ
.

5 Experiments

In this experiment, we apply Algorithm 1 to user feedback
of varying utility grade. The goal of this experiment is to
confirm our theoretical analysis by showing convergence
in regret for learning from weak and strong feedback. We
select feedback of varying grade by directly inspecting the
optimal w∗. This setting can be thought of as an idealized
scenario where a user picks translations from the n-best list
that are considered improvements under the optimal w∗.
However, the experiment also has a realistic background
since we show that α-informative feedback corresponds to
improvements under standard evaluation metrics such as
lowercased and tokenized TER [Snover et al., 2006], and
that learning from weak and strong feedback leads to con-
vergence in TER on test data.

We used the LIG corpus2 which consists of 10,881 tuples
of French-English post-edits [Potet et al., 2012]. The cor-
pus is a subset of the news-commentary dataset provided
at WMT3 and contains input French sentences, MT out-
puts, post-edited outputs and English references. To pre-
pare SMT outputs for post-editing, the creators of the cor-
pus used their own WMT10 system [Potet et al., 2010],
based on the Moses phrase-based decoder4 [Koehn et al.,
2007] with dense features. We replicated a similar Moses
system using the same monolingual and parallel data: a
5-gram language model was estimated with the KenLM
toolkit [Heafield, 2011] on news.en data (48.65M sen-
tences, 1.13B tokens), pre-processed with the tools from
the cdec5 toolkit. Parallel data (europarl+news-comm,
1.64M sentences) were similarly pre-processed and aligned
with fast align [Dyer et al., 2013]. In all experiments,
training is started with the Moses default weights. The size
of the n-best list, where used, was set to 1,000. Irrespective
of the use of re-scaling in perceptron training, a constant
learning rate of 10−5 was used for learning from simulated
feedback, and 10−4 for learning from user post-edits. The
post-edit data from the LIG corpus were randomly split into
3 subsets: PE-train (6,881 sentences), PE-dev, and PE-test
(2,000 sentences each). PE-test was held out for testing
the algorithms’ progress on unseen data. PE-dev was used
to obtain w∗ to define the utility model. This was done
by MERT optimization [Och, 2003] towards post-edits un-
der the TER target metric. PE-train was used for our online
learning experiments. The feedback data in this experiment
were generated by searching the n-best list for translations
that are α-informative at α ∈ {0.1, 0.5, 1.0} (with possible
non-zero slack). This is achieved by scanning the n-best
list output for every input xt and returning the first ȳt 6= yt
that satisfies Equation (2).6

In order to verify that our notion of graded utility corre-
sponds to a realistic concept of graded translation qual-
ity, we compared improvements in utility to improved
TER distance to human post-edits. Table 1 shows that
for predictions under default weights, we obtain strictly α-
informative (for α = 0.1) feedback for 5,725 out of 6,881
datapoints in PE-train. These feedback structures improve
utility per definition, and they also yield better TER dis-
tance to post-edits in the majority of cases. A non-negative
slack has to be used in 1,155 datapoints. Here the majority

2
http://www-clips.imag.fr/geod/User/marion.potet/

index.php?page=download
3
http://www.statmt.org/wmt10/translation-task.html

4
http://www.statmt.org/moses

5
http://www.cdec-decoder.org/

6Note that feedback provided in this way might be stronger
than required at a particular value of α since for all β ≥ α, strictly
β-informative feedback is also strictly α-informative. On the
other hand, because of the limited size of the n-best list, we can-
not assume strictly α-informative user feedback with zero slack
ξt. In experiments where updates are only done if feedback is
strictly α-informative we found similar convergence behavior.
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Figure 1: Regret and TER vs. iterations for α-informative feedback ranging from weak (α = 0.1) to strong (α = 1.0)
informativeness, with (lower part) and without re-scaling (upper part).

of feedback structures do not improve TER distance.

Convergence results for different learning scenarios are
shown in Figure 1. The left upper part of Figure 1 shows
average utility regret against iterations for a setup without
re-scaling, i.e., setting ∆h̄,h = 1 in the definition of α-
informative feedback (Equation (2)) and in the update of
Algorithm 1 (line 8). As predicted by our regret analysis,
higher α leads to faster convergence, but all three curves
converge towards a minimal regret7. Also, the difference
between the curves for α = 0.1 and α = 1.0 is much
smaller than a factor of ten. As expected from the cor-
respondence of α-informative feedback to improvements
in TER, similar relations are obtained when plotting TER
scores on test data for training from weak feedback at dif-
ferent utility grades. This is shown in the right upper part
of Figure 1. The left lower part of Figure 1 shows aver-
age utility regret plotted against iterations for a setup that
uses re-scaling. We define ∆h̄t,h by the `2-distance be-
tween the feature vectors φ(xt, ȳt, h̄t) of the derivation of
the feedback structure and the feature vector φ(xt, yt, ht)
of the derivation of the predicted structure. We see that con-
vergence in regret is faster for re-scaling. Furthermore, as
shown in the right lower part of Figure 1, TER is decreased
on test data as well at a faster rate.

7We stopped learning at a regret value of about 0.1 .

6 Discussion

We presented an extension of Shivaswamy and Joachims
[2012]’s framework of coactive learning to interactive SMT
where a human user corrects an online structured learning
system by post-editing a predicted translation.

In an experiment on learning from simulated weak and
strong feedback, we confirmed convergence for learning
from weak feedback, with faster convergence for stronger
feedback and for rescaling the learning rate. This experi-
ment can be thought of as an idealized scenario in which
the user has access to the optimal utility function. A possi-
ble extension of this experiment would be to investigate a
scenario where users pick translations from the n-best list
that they consider improvements over the prediction.

In future work we would like to show that for the area of in-
teractive SMT, “light” post-edits might be preferable over
“full” post-edits because they are better reachable, easier
elicitable, and yet provide a strong enough signal for learn-
ing.
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Appendix: Proof of Theorem 1

Proof. First we bound w>T+1wT+1 from above:

w>T+1wT+1 = w>T wT

+ 2w>T
(
φ(xT , ȳT , h̄T )− φ(xT , yT , hT )

)
∆h̄T ,hT

+
(
φ(xT , ȳT , h̄T )− φ(xT , yT , hT )

)>
∆h̄T ,hT(

φ(xT , ȳT , h̄T )− φ(xT , yT , hT )
)
∆h̄T ,hT

≤ w>T wT + 4R2∆2
h̄T ,hT

≤ 4R2DT . (3)

The first equality uses the update rule from Algorithm 1. The sec-
ond uses the fact that w>T (φ(xT , ȳT , h̄T ) − φ(xT , yT , hT )) ≤
0 by definition of (yT , hT ) in Algorithm 1. By assump-
tion ‖φ(x, y, h)‖ ≤ R, ∀x, y, h and by the triangle inequality,
‖φ(x, y, h) − φ(x, y′, h′)‖ ≤ ‖φ(x, y, h)‖ + ‖φ(x, y′, h′)‖ ≤
2R. Finally, DT =

∑T
t=1 ∆2

h̄t,ht
by definition, and the last in-

equality follows by induction.

The connection to average regret is as follows:

w>T+1w∗ = w>T w∗

+ ∆h̄T ,hT

(
φ(xT , ȳT , h̄T ))− φ(xT , yT , hT )

)>
w∗

=

T∑
t=1

∆h̄t,ht

(
φ(xt, ȳt, h̄t)− φ(xt, yt, ht)

)>
w∗

=

T∑
t=1

∆h̄t,ht

(
Uh̄t

(xt, ȳt)− Uht(xt, yt)
)
. (4)

The first equality again uses the update rule from Algorithm 1.
The second follows by induction. The last equality applies the
definition of utility. Next we upper bound the utility difference:

T∑
t=1

∆h̄t,ht

(
Uh̄t

(xt, ȳt)− Uht(xt, yt)
)

≤ ‖w∗‖‖wT+1‖ ≤ ‖w∗‖2R
√
DT . (5)

The first inequality follows from applying the Cauchy-Schwartz
inequality w>T+1w∗ ≤ ‖w∗‖‖wT+1‖ to Equation (4). The seond

follows from applying Equation (3) to ‖wT+1‖ =
√
w>T+1wT+1.

The final result is obtained simply by lower bounding Equation
(5) using the assumption in Equation (2).

‖w∗‖2R
√
DT ≥

T∑
t=1

∆h̄t,ht

(
Uh̄t

(xt, ȳt)− Uht(xt, yt)
)

≥ α
T∑

t=1

(
U(xt, y

∗
t )− U(xt, yt)

)
−

T∑
t=1

ξt

= α T REGT −
T∑

t=1

ξt.
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Francisco-Javier López-Salcedo, Germán Sanchis-Trilles,
and Francisco Casacuberta. Online learning of log-
linear weights in interactive machine translation. In Iber-
Speech, Madrid, Spain, 2012.
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